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IARPA AGILE
• Goal: Design and develop a scalable HPC 

system for extreme scale analytics workloads

• Challenge 1: The workloads do no execute 
efficiently today

• Challenge 2: We have 36 months to complete 
the task
• 18 months: full system simulation
• 18 months: macro scale emulation









Goal: Co-designed Software+Hardware for FORZA Execution Model

1 precinct (“0.25U node”) contains 8 zones
1 zone contains 4 ZAPs (“cores”)

1 ZAP weave core contains 512 HARTs

Scale to thousands of nodes
and millions of threads via
high-speed interconnect 
(Full system = 1920 nodes in 16 compute racks + 4 switch racks) 

Software HardwareWorkflow-driven Co-design
New Algorithms + New Runtime 

for Asynchronous Visit Model

. . .

Massive
asynchronous

parallelism
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Color Abbr Definition

PMP Precinct Management Processor

RZA Remote Zone Accelerator

ZAP Zone Application Processor

ZIP Zone Interconnect Processor

- Zone Uncore



Full Bisection Bandwidth Tree
2304 ports, 3-tier non-blocking fat-tree

768Pb/s 
bisectional 
bandwidth
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…………………………………..

Edge001

Core01 Core02

24 ports

Edge002

24 ports

Edge080

24 ports

……………….. 80 Edge Switches
ISL Cables: 24 QSFP-QSFP Cables 
from each edge switch, split into 8 
bundles of 3.

Core04
4 Core Switches
Each core switch: 6-Slot (576p) director 
chassis, with 12x 48p double leaf modules 
and 3x double spine modules. 576 ports

Bundles of 3 QSFP-QSFP Cables

QSFP-QSFP Host 
Cables

• 16 racks of compute
• 2 racks for core switches
• 1920 precincts total
• 31,457,280 threads

Can support up to 2304 precincts (w/ 
3 additional compute racks OR 48U 
racks) w/o additional core switches



32,768 node simulation 
graph

Phase I: 32,768 
node simulation 
graph



What does this mean for modeling and 
simulation?



SST Tooling
SST-Dbg
• Debugging simulation components is hard!
• Often necessary to record additional data outside of 

SST::Statistics
• This is a common API and interface to do so!

SST-Data
• Compute bound to I/O bound?
• AGILE simulation runs create 10’s TB’s of statistics 

data
• This provides additional storage mechanisms and in-

situ visualization

SST-Build/SST-Test
• Cmake-based common build & test harnessess



VerilatorSST
• Migrating from functional simulation to 

emulation is difficult!

• VerilatorSST component
• Combines traditional SST component 

infrastructure with Verilator backends
• Combines Cmake build infrastructure with 

standard Verilator APIs
• Presents Verilog testbench I/Os as external 

ports
• Permits users to replace existing, functional 

components with RTL simulation
• Currently in development!

Verilator Library

Verilator VPI Interfaces

class VerilatorMODULENAME
Subcomponent

class VerilatorEvent
Event

class VerilatorPort
Port
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Future 
Experiments



Full System Integration
Pipeline

Register File

Memory Interface Cache Hierarchy Backing Memory

Pipeline

Register File

Memory Interface Cache Hierarchy Backing Memory

NOC

Peripheral I/O

Peripheral I/O

NIC

NIC

Switch

Switch

Switch



Full System Integration



Full System Integration
FPGA EMULATION



Advanced Simulation Analytics

SST-DATA + 
Apache 
Arrow + 

Voltron Data



Predictive Modeling & Sim

SST-DATA + 
Apache 
Arrow + 

Voltron Data

Simulation Analytics




