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The Age of Heterogeneous Computing

* State-of-the-art SoC architectures integrate /0 Core cas

increasingly diverse sets of components

. : Comp.
o different CPUs, GPUs, hardware accelerators, MOR|  CIERY Vision
. . . accelerator| |accelerator lerat
memory hierarchies, 1/O peripherals, sensors, accelerator
reconfigurable engines, analog blocks...
Radio Signal Proc. 1/0

accelerator| |accelerator

* The migration towards heterogeneous SoC
architectures will accelerate, across almost all computing domains

o 0T devices, mobile devices, embedded systems, automotive electronics,
avionics, data centers and even supercomputers

* The set of heterogeneous SoCs in production in any given year will
be itself heterogeneous!

o no single SoC architecture will dominate all the markets!
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Heterogeneity Increases Design Complexity

* Heterogeneous architectures produce higher energy-efficient
performance, but make more difficult the tasks of design,
verification and programming

* at design time, diminished regularity in the system structure, chip layout
* at runtime, more complex hardware/software and management of shared resources

* With each SoC generation, the addition of new capabilities is
increasingly limited by engineering effort and team sizes
* [Khailany2018]

* The biggest challenges are (and will increasingly be) found in the
complexity of system integration

[L. P. Carloni. The Case for Embedded Scalable Platforms, Invited Paper at DAC 2016 ]
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Open-Source Hardware (OSH)

* An opportunity to reenergize
the innovation in the
semiconductor and electronic
design automation industries

* The OSH community is gaining
momentum

o many diverse contributions from both
academia and industry

o multi-institution organizations
o government programs
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Image Sources:
https:/[riscv.org/
https://github.com/nvdla
https://github.com/Inis-uofu/OpenFPGA
https://pulp-platform.org/
https://vortex.cc.gatech.edu/
https://parallel.princeton.edu/openpiton/
https://fastmachinelearning.org/hlszml/
https://chipyard.readthedocs.io/en/stable/
https://chipsalliance.org/
https://www.openhwgroup.org/
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The Open Challenge of Open-Source Hardware

* To date, most OSH projects are focused on the development
of individual SoC components, such as a processor core, a
GPU, or an accelerator

* This leaves open a critical challenge:

How can we realize a complete SoC for a given target
application domain by efficiently reusing and combining
a variety of independently developed, heterogeneous,
OSH components, especially if these components are
designed by separate organizations for separate purposes?
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The Concept of Platform

* Innovation in SoC architectures and their design methodologies
Is needed to promote design reuse and collaboration
* Architectures and methodologies must be developed together

* Platform = architecture + methodology

* An SoC architecture enables design reuse when it simplifies the integration of
many components that are independently developed

* An SoC methodology enables design collaboration when it allows designers to
choose the preferred specification languages and design flows for the various
components

 An effective combination of architecture and methodology is a platform
that maximizes the potential of open-source hardware

* by scaling up the number and type of components that can be integrated in an SoC
and by enhancing the productivity of the designers who develop and use them
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ESP

the open-source SoC platform
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The ESP Vision

ESP is an open-source research platform for heterogeneous system-on-chip design that combines a scalable
tile-based architecture and a flexible system-level design methodology.

SoC Configuration
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Verilog = ’
VHDL

SW Library

ESP provides three accelerator flows: RTL, high-level synthesis (HLS), machine learning framewaorks. All three
design flows converge to the ESP automated SoC integration flow that generates the necessary hardware and
software interfaces to rapidly enable full-system prototyping on FPCA.

Overview

SoC Platform
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ESP: An Open-Source Platform for SoC Design

esp.cs.columbia.edu

Latest Posts

ESP at ISSCC!

Check out our second chip
based on ESP, the open-
source SoC platform.

Read more

Published: Mar 16, 2024

Release 2024.1.0

A ney

~ GitHub Release
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ESP is Silicon Proven: The EPOCHS-1S0OC

8.0 mm

] nd_

Technology 12nm FinFET
Area B4mm?2

#10s 340

Power Domains 23

Clock Domains 35

Power 83mW - 4.33W
Total SRAM 8.4MB

Max Frequency 680MHz - 1.6GHz
Range

Example Collaborative
Application Autonomous
Domain Vehicles

14.5 A 12nm Linux-SMP-Capable RISC-V SoC with 14 Accelerator
Types, Distributed Hardware Power Management and Flexible
NoC-Based Data Orchestration
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The ESP Architecture
| I -

The ESP Methodology

Scalable Collaborative SoC Design
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ESP Architecture

* RISC-V Processors
* Many-Accelerator

* Distributed Memory
* Multi-Plane NoC

4 The ESP architecture implements a
distributed system, which is scalable,
modular and heterogeneous,
giving processors and accelerators
similar weight in the SoC Y,

multi-plane NoC

o
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ESP Architecture: ProcessorTile

NoC
routers
* Processor off-the-shelf ..../
o RISC-V CVAG6-Ariane (64 bit)
SPARCVS8 Leon3 (32 bit) ....

o RISC-V IBEX (32 bit)
o L1 private cache

coherence IO/IRQ
planes plane

* L2 private cache
o Configurable size
o MESI protocol

* 10/IRQ channel
o Un-cached
o Accelerator config. registers,
interrupts, flush, UART, ...
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ESP Architecture: Memory Tile

NoC
* External Memory Channel ..../
* LLC and directory partition ....
o Configurable size
o Extended MESI protocol ..
o Supports coherent-DMA ...
for accelerators
* DMA channels
* |O/IRQ channel

coherence 10/IRQ
planes plane

NoC

LLC &
directory

coherence DMA 10/IRQ
planes planes  plane

[ A |
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ESP Architecture: AcceleratorTile

NoC
* Accelerator Socket ..../
w/ Platform Services ....

o Direct-memory-access

coherence I0/IRQ
planes plane

NoC

o Run-time selection of
coherence model:

= Fully coherent
» LLC coherent

= Non coherent

LLC &
di rectory =1,

o User-defined registers

o Distributed interrupt coherenie IL L I0/IRQ coher nce U 0/IRQ
planes ane plane pla planes  plane
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Accelerator Socket

ESP Accelerator Socket

ESP accelerator L] |
HLS [C/C++, SystemC, Tensorflow*, Pytorch*] I —
RTL [Chisel, Verilog, ...] PLM
read/write config done
private DMA cfg
cache TLB ctrl regs IRQ
(1 2 3 45 514
coherence coherent-DMA DMA IO/IRQ NoC
planes planes planes plane

Third-Party Accelerator Socket*
third-party accelerator
(NVDLA*, ...)
read/write config done
AXl4 bus APB bus
< l > = > | IRQ
El_I_IL = J
2 IO/?RQ NoC
p%hr/l]é‘s plane o
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SP Software Socket

 ESP accelerator API

o Generation of device driver

and unit-test application

o Seamless shared memory

f
- Application
$ o<
S £ . ESP Library
~
ESP accelerator driver
T O
c ©
= ©< | ESP core ESP alloc
2 £
L Linux
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}

/*

{

int *buffer

for (...) {

kernel 1 (buffer, ..

esp_run (cfg k2);

esp_run(cfg:kB);

kernel 4 (buffer, .

esp_run (cfg k5);
}

validate (buffer) ;

esp free();

[

[

* Example of existing C application with ESP
* accelerators that replace software kernels 2, 3,

* and 5. The cfg k# contains buffer and the
* accelerator configuration.
*/

esp _alloc (size);

o)) 8

/* existing software

*f

/* run accelerator(s) */

..); /* existing software */
/* existing checks %=

/* memory free

*/
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ESP Platform Services

Accelerator tile

Reconfiqurable coherence
Point-to-point

ESP or AXl interface
DVFS controller

Miscellaneous Tile

Debuq interface
Coherent DMA

Shared peripherals (UART, ETH, ...)

PN
(o
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Processor Tile

I/O and un-cached memor

Distributed interrupts

DVFS controller

Memory Tile
Independent DDR Channel

LLC Slice
DMA Handler
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The ESP Architecture
| I -

The ESP Methodology

Scalable Collaborative SoC Design
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ESP Accelerator Flow

Developers focus on the high-level specification, decoupled from
memory access, system communication, hardware/software interface
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ESP Interactive Flow for SoC Integration
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With synchronizers
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Config
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Noc Tile Configuration
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The ESP Architecture
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b The ESP Methodology

Scalable Collaborative SoC Design
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The EPOCHS-1 SoC: Chip Highlights

64 mm? SoC designed in 12 nm FinFET
35 clock domains; 23 power domains
8.4 MB on-chip SRAM memory
Tile-based SoC architecture

©Luca Carloni

[ OFf-Chip Mem Access +—>

Non-Coherent DMA <
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rP=v [M. Cassel et al., A 12nm Linux-SMP-Capable RISC-V SoC with 14 Accelerator
= Types, Distributed Hardware Power Management and Flexible NoC-Based
A=4 Data Orchestration, ISSCC 2024 ]
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The EPOCHS-1 SoC: Chip Highlights

64 mm? SoC designed in 12 nm FinFET
35 clock domains; 23 power domains
8.4 MB on-chip SRAM memory
Tile-based SoC architecture
34 tiles connected by a 6-plane 2-D
mesh NoC
The 74 Tbps NoC provides flexible
orchestration of data
accelerators of 14 different types
accelerators compose a cluster
demonstrating a novel distributed
hardware power management scheme
Designed by a small team of PhD
students, postdocs, and industry
researchers in
3 months with , Our open-source
platform for agile SoC design

f Off-Chip Mem Access tmm——p

~

Coherent-DMA € ===» Acc2Acc Comm, ¢ - -p
|_Non-Coherent DMA  ¢-+----- »  Scratchpad Access ¢=— —> NoC Router ) )
10 Natural Language Processing (NLP) Engine DRAM
@ ® o ([ ] L ] @ 1 o
Audio RISC.Y RISC.Y S oo T T
NVDLA
Dec'1 CVAG CVAG NVDLA LLC
.0 o | o @ o DRAM
Audiol RISC-V RS b T e | ==
En CVA-6 CVA6 NVDLA NVDLA LLC 1
< - +ICAs <
| ® | ® | ®
AES * , FPGA
SHAT, Syl FFT Viterbi Viterbi SERREE
Array pad
SHA2I -— = — —l=——=
=@ L | o L L | o
, Seratch DRAM
FFT v Sl FET Viterbi Viterbi crata
Array pad
Power Management Cluster
@ L) 8 o
Scratch Scratch Night
LLC LLc pad pad Vision DRAM
[ 1 { 4 ( [ ] [ o
SoC 1 |

[M. Cassel et al., A 12nm Linux-SMP-Capable RISC-V SoC with 14 Accelerator
Types, Distributed Hardware Power Management and Flexible NoC-Based
Data Orchestration, ISSCC 2024 ]



The EPOCHS-1 SoC: Sources of OSH IPs

e 4 RISC-V CVA6b cores from ETH

Zurich/OpenHW Group —

N

P
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L Non-Coherent DMA  <==:===:»  Scratchpad Access 4= —p NoC Router ® )
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The EPOCHS-1 SoC: Sources of OSH IPs

e 4 RISC-V CVA6 cores from ETH

Zurich/OpenHW Group

* 4 NVIDIA Deep Learning Accelerators

N

P
Off-Chip Mem Access <¢—p Coherent-DMA === Acc2Acc Comm. €= = =p
L Non-Coherent DMA ~ <===:==- »  Scratchpad Access €= =—p NoC Router ® )
10 Natural Language Processing (NLP) Engine DRAM
o o o ~ 1 A
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Dec.T CVA6 CVA6
" RISC-V
AE”ndc'°| o VA6 NVDLA
20 S +ICAs
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AES * N
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Array pad
shaz «— 31 __ __jees
@ L | o o q _
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Power Management Cluster
~ ) 8 J
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o 1 o 4 . o . _
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The EPOCHS-1 SoC: Sources of OSH IPs

1 Off-Chip Mem Access <———p Coherent-DMA === Acc2Acc Comm. €= = .;
L Non-Coherent DMA ~ #====s== #  Scratchpad Access ¢— —> NoC Router ()
g )\
i 4 R I SC -v CVAé Co reS from ET H Natural Language Processing (NLP) Engine DRAM
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RISC-V RISC-V. CELLLLL ------L;.-C--------- ECLLLLLLLL
R CVA6 CVA6
* 4 NVIDIA Deep Learning Accelerators oo "iils || Mot
—————————— -
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* 4 Accelerators designed at Harvar LR s
. FPGA
sﬁi : Sl FFT Viterbi Viterbi SRl
\AQI Array - 11 _ NS E:d
) [ | o @ L | o
FFT v SZS'°"° FET Viterbi Viterbi Sc'“:h oA
il Power Management Cluster o
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o @ o @ o o
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The EPOCHS-1 SoC: Sources of OSH IPs

( Off-Chip Mem Access t———>p Coherent-DMA ¢ ===5 Acc2Acc Comm. ¢— - ->\
L Non-Coherent DMA ~ €======- +  Scratchpad Access ¢=—— —p NoC Router
g )
o 4 RISC-V CVAé Co res from ETH 10 Natural Language Processing (NLP) Engine DRAM
Zurich/OpenHW Group f 4
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The EPOCHS-1 SoC: Sources of OSH IPs

\/ on-Coherent DMA ~ ¢===:-: »  Scratchpad Access «— —>  NoC Rouie\r
® 4 RISC-V CVA6 cores from ETH 10 Natural Language Processing (NLP) Engine DRAM
Zurich/OpenHW Group ) Y o e I
4 NVIDIA Deep Learning Accelerators 13
* 4 Accelerators designed at Harvard w1 ) t
* 1 Accelerator and Power Management s || e
designed at IBM Research
* 3 Accelerators, Memory Hierarchy, and bover Mehogemeb{ciosier S
Network-on-Chip designed at Columbia Bl
(S0 —— f
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The EPOCHS-0 Chlp

8.0mm Fm—mm e —————————— .
Chip Test Board , : Mother Board [ Fuc = 2S5 DOR3
18&2[200;pin
FMC
Link Xilinx FMC 2232,3'}3
Test SoC |384 -pin Virtex-7

FMC

(Linux OS) 2GB DDR3
SDRAM

FPGA Fe

1
I
]
[Ethormel] '
I
-pin
m EMC 2GB DDR3 /
others | FMC SDRAM 1
-pin ]
]
}
]

- NvDLA |

= A&i = Hor syt e“ Config Daughter Cards

EEEEE;E?Z:::.‘"" Hm IFM Modular FPGA

of ot N 1
c e (global clock) |
g_ i
® FET [ RISCV || RISCV || LLc Technology | 12nm FinFET

“Acc. || (Ariane) || (Ariane) || MEM Active Area 21.6mm?
e Total Area 64mm?
LLC LLC Vdd Domain # 16
C4 Bump # 1439

NoC Freq. 142 — 800MHz
L2 Cache 32 kB / 4way
LLC Cache | 512kB/ 16way

12nm FinFET test chip Test Setup

[T. Jia, et al. "A 12nm Agile-Designed SoC for Swarm-Based
Perception with Heterogeneous IP Blocks, a Reconfigurable
Memory Hierarchy, and an 800MHz Multi-Plane NoC,

ESSCIRC 2022 :
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A Scalable Approach to Chip Design
EPOCHS-o0

* 4x4 tiles
e 21.62 mm?
* 17 clock domains

* 16 power domains

* Tile: 12 hours in 16-core 64GB RAM machine
¢ Top: 51 hours in 64-core 376 GB RAM machine “="

©Luca Carloni

7 new accelerators tiles
2.25x more tiles

2.18x more clock domains
2.25x more power domains

2.96x more area
Same tile imp. running time
+29% top imp. running time

A=d
—

6x6 tiles
64 mm?2

37 clock domains

23 power domains
Tile: 12 hours in 16-core 64GB RAM machine
Top: 66 hours in 64-core 376 GB RAM machine
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A Scalable Approach to Chip Design

EPOCHS-0 DESIGN CYCLE
(WEEKS)

EPOCHS-1 DESIGN CYCLE
(WEEKS)

W SW Build M ESP upgrade

M P Integration

B FPGA Emulation
M Tile Signoff

m SoC Signoff

m Verification

M |P Integration

B FPGA Emulation
M Tile Signoff

m SoC Signoff

M Verification

~ 4 months ~ 3 months
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In Summary: ESP for Open- Source Hardware

 We contribute ESP to the OSH
community in order to support the
realization of
* more scalable architectures for SoCs
that integrate
* more heterogeneous components,
thanks to a

* more flexible design methodology,
which accommodates different
specification languages and design flows

* ESP was conceived as a heterogeneous
integration platform from the start and
tested through years of teaching at
Columbia University

* We invite you to use ESP for your
projects and to contribute to ESP!

©Luca Carloni

ESP esp.cs.columbia.edu

the open-source SoC platform

Latest Posts

0 v [}
The ESP Vision
ESP is an open-source research platform far heterogeneous system-on-chip design that combines a scalable
tile-based architecture and a flexible system-level design methodology.
. SoC Cunnqurauun
B Keras Acc A [
oo [ Msdml < sochw ) 7 S 3 (=)
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HLS [Memw) 170 w [Acc ¥
Design SoC Generation
Flows N
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O] o s ESP at ISSCC!
C?t p trms l l
Check out our second chip
FPGA ASIC based on ESP, the open-
cHse. Prototyping  Design source SoC platform

. 2pps
=l N Wan o o
Verilog ’ third-party SwW Bulld) ASIC
VHDL accelerators’ SW

SW Library Published: Mar 16, 2024

ESP provides three accelerator flaws: RTL, high-level synthesis HLS), machine learning frameworks. All three

design flows converge to the ESP automated SoC integration flow that generates the necessary hardware and —
software interfaces to rapidly enable full-system prototyping on FPGA. / -
—— B ﬂ
P_Quick -TheOpenSo.. i
=
n '

Release 2024.1.0

=
The O ource

SoC Platform

A new GitHub Release
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The Third OSCAR Workshop

Open-Source Computer Architecture Research (0OSCAR)

June 29, 2024 or Sunday, June 30, 2024 — Buenos Aires, Argentina (co-located with ISCA 2024)

Call for Abstracts Archive

Welcome to OSCAR 2024! https://oscar-workshop.github.io/

OSCAR 2024 is the third edition of 3 new workshop on open-source hardware which addresses the wide variety of challenges
encountered by both hardware and software engineers in dealing with the increasing heterogeneity of next-generation

computer architectures. By providing a venue which brings together researchers from academia, industry and government Qb COLUMBIA UNIVERSITY

©Luca Carloni 8 e 2 i
labs, OSCAR promotes a collaborative approach to foster the efforts of the open-source hardware community in this direction. IN THE CITY OF NEW YORK
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Thank you from the ESP team!

esp.cs.columbia.edu

github.com/sld-columbia/esp
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